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Abstract This chapter discusses the topic of Goal Reasoning and its relation to
Trusted Autonomy. Goal Reasoning studies how autonomous agents can extend
their reasoning capabilities beyond their plans and actions, to consider their goals.
Such capability allows a Goal Reasoning system to more intelligently react to un-
expected events or changes in the environment. We present two different models
of Goal Reasoning: Goal-Driven Autonomy (GDA) and goal refinement. We then
discuss several research topics related to each, and how they relate to the topic of
Trusted Autonomy. Finally, we discuss several directions of ongoing work that are
particularly interesting in the context of the chapter: using a model of inverse trust
as a basis for adaptive autonomy, and studying how Goal Reasoning agents may
choose to rebel (i.e., act contrary to a given command).
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1 Introduction

An important consideration for any autonomous system is the need to react intelli-
gently to unplanned events and observations. Doing so requires that the system be
given the freedom and ability to adjust its behavior, without being commanded to do
so by a human operator or external system. A good deal of research in robotics and
autonomy focuses on developing systems that can change their actions and plans,
in order to more reliably or more optimally achieve their goals. However, it is also
important to develop systems that autonomously deliberate on the goals themselves.
Goal Reasoning (e.g., [38]) is the study of how autonomous agents can dynamically
reason about and adjust their goals. Doing so enables agents to adapt intelligently
to changing conditions and unexpected events, allowing them to address a wider
variety of complex problems.

Goal Reasoning capabilities, in one form or another, may prove useful in many
applications. In domains where the agents must operate autonomously for substan-
tial periods of time or with limited communications, such as in unmanned under-
water operations, it is imperative that the agents have the freedom to act on the
information they gather during the mission; they cannot rely on timely operator in-
put, and must be able to adjust their goals autonomously, should the need arise. Goal
Reasoning can also be used to allow autonomous agents to deliberate about the goals
of other agents, such as an operator. This can lower the burden on the operator and
avoid information overload, allowing the operator to focus on other, immediate tasks
(e.g., operating their own vehicle, or observing their surroundings). Similarly, Goal
Reasoning can be useful in systems that involve multiple, collaborating autonomous
agents. In such a system, it is valuable for each agent to be able to adjust its own
goals, based on the goals or actions of the other agents with which it is collaborating.

Goal Reasoning also raises interesting questions with regard to the topic of
Trusted Autonomy. One definition of Trusted Autonomy, taken from [1], refers to it
as:

[T]he ability to form teams of humans and/or machines that make educated and conscious
decisions to delegate risky tasks among team members seamlessly and symbiotically.

Trust, then, is inherent in any well-functioning autonomous system in which tasks
or goals are delegated to agents within the system. In particular, a Goal Reasoning
agent requires a large degree of trust to have the freedom to autonomously determine
and adjust its goals. As such, Goal Reasoning pushes the scope of Trusted Auton-
omy, as the trust of other agents must extend beyond the completion of known tasks
or towards achieving a known goal, to trusting the agent’s ability to make decisions
regarding its goals.

There are a number of open questions with respect to Goal Reasoning agents and
their relation to Trusted Autonomy. What motivates the agent to change its goals?
How do humans interact with robotic agents and delegate tasks? When will the
agents choose to overrule an operator’s commands, and why? How can the Goal
Reasoning process be framed to promote transparency? How can one ensure that
certain safety conditions and guarantees are maintained, despite the additional free-
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dom of autonomy provided to a Goal Reasoning agent? These are just a few of the
questions raised by the relationship between Goal Reasoning and Trusted Auton-
omy. In this chapter we describe Goal Reasoning and elaborate on some of these
important questions. While we focus on a few selected topics of research, there is
a large and growing body of work on Goal Reasoning and related topics. For ad-
ditional reading, see the survey papers [20, 38], or the proceedings of several Goal
Reasoning workshops [2, 3, 4, 34].

This chapter is structured as follows. In Section 2, we describe a simple model
of Goal Reasoning called Goal-Driven Autonomy (GDA), as well as a domain-
independent method for goal selection in GDA, and an application of GDA in a
human-robot teaming task. Section 3 focuses on a more comprehensive model of
Goal Reasoning based on goal refinement, an architecture for ensuring the behav-
iors of Goal Reasoning agents that use this model, and its application in a distributed
robotics task. For both models, we describe the importance of transparency to en-
gendering operator trust. We then describe two extensions to Goal Reasoning in
Section 4, first on how inverse trust can be used as a basis for adaptive autonomy,
and then on rebel agents and their relation to Trusted Autonomy. We then conclude
in Section 5.

2 Goal-Driven Autonomy Models

This section describes the Goal-Driven Autonomy (GDA) model of Goal Reason-
ing, which has been studied by several groups (e.g., [11, 12, 13, 22, 25, 29, 39]). We
discuss only some of our own group’s work on GDA, and its relation to Trusted Au-
tonomy. We start with an introduction to GDA in Section 2.1, describe an approach
for goal selection in GDA in Section 2.2, and an application of the GDA model in a
human-robot teaming task in Section 2.3.

2.1 Goal-Driven Autonomy

One proposed model for Goal Reasoning is that of Goal-Driven Autonomy (GDA)
[25, 28], which allows an autonomous agent to introduce new goals, manage exist-
ing goals, and preempt active goals. An early instantiation of GDA is in an agent
called Autonomous Response to Unexpected Events (ARTUE). Molineaux et al.
show that the Goal Reasoning capabilities provided by GDA allow ARTUE to bet-
ter react to unexpected events, and improve performance, versus an on-line planning
system [28].

In the GDA model (shown in Figure 1), an agent performs Goal Reasoning via a
repeated 4-step sequence:
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1. First, the agent uses a Discrepancy Detector to compare its observations with a
set of expected observations (given by the planner). Any differences between the
expected and actual observations are used to define a set of discrepancies.

2. Next, the Explanation Generator creates one or more possible explanations for
the set of discrepancies. Each explanation hypothesizes a possible cause for the
set of discrepancies, based on the current and prior observed states.

3. Third, the Goal Nominator nominates a set of potentially appropriate goals,
based on the generated explanation(s).

4. Finally, given the current set of pending goals and the set of newly nominated
goals, the Goal Manager selects a subset of goals to be passed to the planner as
pending goals. This may involve adding, deleting, and/or modifying the pending
goals.

Fig. 1: Conceptual diagram of the Goal-Driven Autonomy model.

These four steps (Discrepancy Detection, Explanation Generation, Goal Nomi-
nation, and Goal Management) form the core of the GDA model of Goal Reasoning.
Molineaux et al. [28] also contrasted this model with a conceptual model of on-line
planning [30]. In both cases, the planner uses a model of the environment, a current
state, and an active goal, and generates a plan to achieve that goal. However, GDA’s
planner also generates a set of expectations. For both models, the controller uses
the generated plan to apply an action to the state transition system, and updates the
current state. The primary difference between GDA and the on-line planning model
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is in the ability of the GDA controller to reason over a set of goals, rather than being
limited to pursuing a single, set goal.

We relate GDA to the topic of Trusted Autonomy as follows. In Section 2.2 we
describe a domain-independent method for goal selection, which is a subtask of
goal management, and how it can be biased to choose goals that engender operator
trust. Then in Section 2.3 we describe the use of a GDA agent in a simulated mission
involving human-robot teaming, and the importance of transparency in that mission.

2.2 Goal Selection

An integral part of Goal Reasoning is the problem of goal selection (i.e., a subtask
of goal management in which one or more goals are chosen for subsequent exe-
cution). Agents that are teamed directly with humans can receive operator-selected
goals, or seek approval from operators to pursue their self-selected goals. However,
some agents may not have access to operators in a timely fashion. For instance, an
autonomous underwater vehicle (AUV) cannot communicate with operators unless
it surfaces, and an interplanetary robot may require excessive time to consult oper-
ators on mission-critical decisions. In these and similar contexts, the agents’ ability
to intelligently select their goals is critical.

One approach for goal selection involves manually constructing knowledge bases
that dictate what goals to formulate based on the agent’s beliefs about the world
(e.g., ARTUE [28] uses an engineered rule set that governs goal formulation). How-
ever, this approach requires extensive domain-specific knowledge engineering. It is
also limiting, as the agent knows only how to respond to situations that were an-
ticipated by the designer. The greater control afforded by hand-tuned goal selection
mechanisms may appear at first to offer greater predictability for operators. How-
ever, an agent employing such a system cannot be expected to respond intelligently
to situations outside its programmed knowledge.

For instance, during tests applying GDA on an AUV, we found that low-level
software responsible for controlling the vehicle was at one point unable to correctly
determine the vehicle’s motion [41]. The vehicle deviated significantly from its in-
tended trajectory without reporting that deviation to the GDA agent. More robust
goal selection abilities offer the possibility of mitigating such failures through au-
tonomous responses.

Some agents address the need for more robust goal selection through the use of
learning. For example, agents may learn goal selection knowledge from criticism
and query-answer interaction with a human expert [31], from demonstrations by
human experts [40], or from Q-learning [22]. These approaches are more adaptable
than manually engineered systems, but they rely on the availability of human experts
or demonstration data for training. Also, agents using these approaches may perform
poorly when confronted with new situations for which they were not trained.

Another approach is to control goal selection through the application of motiva-
tors, which encode high-level, domain-independent desires the agent wants to fulfill.
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We adopted this approach in Motivated ARTUE (M-ARTUE) [42], an extension of
ARTUE. M-ARTUE expresses these motivators in terms of the agent’s planning
model; thus the motivator functions themselves are domain-independent and do not
require further domain knowledge than that encoded for the agent’s planner. M-
ARTUE applies the following motivators to guide its behavior:

• Social: This encodes the desire to pursue goals provided by the agent’s human
operators or teammates.

• Opportunity: This encodes the desire to gather and conserve resources, as well
as preserve the agent’s possible actions in future states.

• Exploration: This encodes the desire to visit states that the agent has not visited
previously.

To achieve broadly applicable, domain-independent implementations of these
motivators, we first introduced two subfunctions:

• Urgency: um(sc) returns a numeric value representing the agent’s need to fulfill
a particular motivator m in the current state sc.

• Fitness: fm(Xg) returns a numeric value representing how well a plan (to achieve
a given goal g) fulfills a particular motivator m, using the sequence of states Xg
the agent expects to visit while executing the plan.

We defined these functions to embody the following properties for each motiva-
tor:

• Social: This motivator’s urgency increases as time passes without the agent
achieving any operator goals. Its fitness expresses a high value for any plan that
achieves an operator goal, and a low value for other plans.

• Opportunity: This motivator’s urgency increases as the agent expends resources
and as fewer actions are available in the current state. Its fitness expresses higher
values for plans that retain high quantities of resources and many available ac-
tions, and lower values for plans that do not.

• Exploration: This motivator’s urgency is initially high and decreases as time
passes, to encourage the agent to explore early but prioritize other desires after it
has gathered more information. Its fitness expresses higher values for plans that
visit more new states, and lower values for plans that visit more known states.

During goal selection, M-ARTUE prefers the goal with the highest overall fit-
ness, which is defined for each goal in the current state as the sum of the motivators’
fitness scores, weighted by urgency:

F(Xg,sc) = ∑
m

um(sc) fm(Xg)

M-ARTUE’s approach for goal selection was tested in a simulated Mars rover
domain with hazards, with the objective of successfully maneuvering up to three
rovers to given destinations around a map within a fixed number of actions. In three
different levels of difficulty (controlled by the prevalence of hazards) it achieved
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comparable performance to ARTUE without requiring domain engineering for goal
selection [42].

Other researchers have investigated the use of motivations or drives as goal selec-
tion mechanisms. For instance, Sun [36] uses drives analogous to our motivators in
CLARION; however, the drives are domain-specific (e.g., Thirst and Hunger drives
in CLARION contrast with resource management in our Opportunity motivator),
and their preferred implementation is using a supervised back-propagating neural
network. Also, the experimental focus of [36] is on cognitive plausibility, not agent
performance. Merrick and Shafi [27] focus on three motivations (Achievement, Af-
filiation, and Power), extending a psychological theory of achievement that models
competing impulses of success and failure. Unlike our work, this forgoes planning
as a mechanism, instead modeling probability of success using past experiences
and limited domain knowledge. The authors propose inverse probability of success
or socially-determined value of goals as simpler alternatives to modeling how well
a goal satisfies a particular motivation; but our motivators address the problem of
determining direct value of a goal. Finally, this work proposes ”motive profiles”
for agents (encompassing different sets of values for the model’s parameters) and
focuses on testing those motive profiles against the expected responses for corre-
sponding human profiles in certain psychological tests. Baldassarre and Mirolli [6]
focus on the use of the psychological theory of intrinsic motivation as a basis for
long-term learning through exploration. This work bears some resemblance to our
Exploration motivator; however, we focus primarily on acquisition of knowledge
about the world and do not address the acquisition of new skills. Moreover, our
system is guided by novelty of state, as contrasted with metrics of predictability or
acquisition of competence.

Goal selection methods based on motivators (or other primitives) allow au-
tonomous agents to make their own decisions in situations their designers did not
anticipate. This may be viewed as a step toward greater autonomy, but does not nec-
essarily establish a mutual understanding of trust as a concept [1]. Introducing an
additional motivator that represents the desire to establish trust between the agent
and its operators (or other agents) could establish a basis of understanding for trust-
worthiness, as well as a means for the agent to determine courses of action that
would maximize human-machine trust. For example, in [17], an autonomous agent
applies “inverse trust” metrics that guide a robot’s behavior towards increasing the
trust it receives from human operators. A motivator utilizing a similar metric, ap-
plied in goal selection, might enable a Goal Reasoning agent to become more trusted
by its operators. In future research, we plan to investigate an extension of M-ARTUE
that incorporates trust-related motivators.

2.3 An Application for Human-Robot Teaming

A solitary Goal Reasoning agent can be the sole determiner of its own tasks and
goals. However, if the agent collaborates with other agents or humans as a mem-
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ber of a team, it needs to consider both the goals of individual teammates as well
as the overall team goals. Failure to do so could lead to teammates viewing the
agent as selfish (e.g., never assisting any of its teammates) or hinder the efficient
achievement of team objectives (e.g., performing actions that create more work for
teammates). This contrasts with a traditional multi-agent setting where other entities
may provide a Goal Reasoning agent with motivations for goal change (e.g., saving
an injured civilian, defending against an aggressive enemy), but they do not share
any squad-level goals with the agent. It may be necessary to reason about their goals
or motivations, which requires sharing team goals with the agent.

Our Autonomous Squad Member (ASM) project [18] focuses on the design and
development of an extended GDA agent that controls a simulated unmanned ground
vehicle, which is embedded with a detached squad that is performing surveillance
tasks in a rural environment. The ASM agent (Figure 2) observes the other squad
members and controls its behavior accordingly.

Fig. 2: The Autonomous Squad Member (ASM) agent’s conceptual design

More specifically, the ASM agent continuously monitors the behavior of its team-
mates to identify their current goals. Using its current sensory inputs (i.e., observa-
tions of the environment or spoken dialog detected by its Natural Language Clas-
sifier), the agent’s Explanation Generator attempts to explain what actions each
teammate must have performed for the environment to be in its current state (i.e.,
explain the most recent actions that were observed). The actions of each teammate
are used by the agent’s Plan Recognizer to recognize their respective plans and asso-
ciated goals (i.e., predict their future actions based on previously observed actions).
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If the ASM agent determines that some, or all, of the teammates have changed their
goals, it can change its goal in response, using its Goal Selector. For example, if
the teammates were patrolling but are now retreating, it can use that information to
reason that there must be a threat that the teammates have observed but the agent
has not, so it should also retreat. Similarly, the agent can also modify its goals in
response to an opportunity or an unexpected external event (i.e., something it per-
ceives in the environment). The ASM agent’s current goal is used to control its
behavior by generating a plan (i.e., using the Planner) and executing its actions in
the environment.

The ASM model can be compared to the GDA model introduced in Section 2.1
and shown in Figure 1, with several notable differences. The ASM model specif-
ically differentiates natural language utterances from other state observations and
uses the Natural Language Classifier to pre-process them before they are provided
as input to the Explanation Generator. Explanation in the ASM model is not a sin-
gle process but is done at two levels, with the Explanation Generator explaining
what actions each teammate must have performed and the Plan Recognizer rea-
soning about what plans they must be performing. Similarly, in the ASM model,
discrepancy detection is not a single module but happens throughout the system.
For example, discrepancies about expected and observed states are handled in the
Explanation Generator, while discrepancies about past and current goals of team-
mates are handled in the Goal Selector. The Goal Selector itself differs from the
GDA model since it only performs a subset of the duties of the GDA model’s Goal
Manager.

To support Trusted Autonomy, we are integrating the ASM agent with a user
interface that adds transparency between the agent and a human operator. This in-
terface uses the Situation awareness-based Agent Transparency (SAT) model [9], a
transparency model that attempts to reduce user overhead, provide situational aware-
ness, and allow for appropriate calibration of trust in the agent. The SAT interface
provides three levels of transparency information: the agent’s status (e.g., current
state, goals, plans, physical location), the agent’s reasoning process (e.g., what mo-
tivated it to perform its current task), and the agent’s projections (e.g., future en-
vironment states, future resource levels). Each transparency element is presented
using icons on the user interface, allowing the user to quickly and intuitively pro-
cess information and identify changes in the agent’s behavior.

In this application of SAT, we are displaying to the user interface information
pertaining to the ASM agent’s location in its environment, its current goal, its current
task, and influence factors pertaining to why it selected that goal and is operating
on that task. Our objective is to demonstrate the benefits of the SAT model in a
real-time environment in mission-critical situations.
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3 Goal Refinement

Section 2 described some of our group’s work on GDA, a simple model of Goal Rea-
soning. In this section, we describe our work on goal refinement, which is a more
comprehensive Goal Reasoning model. We begin in Section 3.1 by describing its
basic concepts and realization in the Goal Lifecycle. In Section 3.2 we present an ar-
chitecture for ensuring guarantees on the behavior of agents that employ this model.
Finally, we describe its application to a distributed robotics task in Section 3.3.

3.1 Goal Lifecycle

Our group defined a second model for Goal Reasoning, based on the concept of
goal refinement, which we call the Goal Lifecycle [33]. Goal refinement, an exten-
sion of plan refinement [24], models the progressive refinement of goals through the
addition of constraints. This is visualized in the Goal Lifecycle shown in Figure 3
[33]. In this model, individual goals transition through stages of increasingly de-
tailed modes by activating a series of refinement strategies. For example, goals and
their initial constraints are introduced using the formulate strategy, while the expand
strategy concerns the automated generation of plans for a given goal.

Fig. 3: The Goal Lifecycle [33] depicts the application of strategies to transition
goals (and their associated constraints) through a sequence of modes. While the
top-level strategies progress goals towards completion, the set of resolve strategies
(e.g., re-expand) support goal adaptation, deferment, and reformulation.

Briefly, the refinement strategies are:

1. Formulate: This creates a new goal and enters it into the Goal Lifecycle by defin-
ing its initial constraints, criteria, and prerequisites.

2. Select: This chooses which goal(s) to actively pursue; it ensures that the goals’
prerequisites are met and that the agent has the needed resources to pursue them.

3. Expand: This generates one or more expansions (i.e., plans) to achieve a given
goal, along with a set of expectations for each.
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4. Commit: This picks a single expansion to pursue from the set of expansions cre-
ated by the expand strategy.

5. Dispatch: This executes the committed expansion and defines the criteria by
which a goal can be evaluated during execution.

In addition to these strategies, which progressively add detail to the goal’s def-
inition, the Goal Lifecycle includes a set of strategies for detecting and reacting to
events and changes during execution. After being dispatched, each goal can be ac-
tively monitored and, if problems are detected, or if an unexpected event occurs,
the goal can be evaluated. As a result of this evaluation, the system may elect to
continue the goal as is, drop the goal (as either completed or failed), or attempt to
resolve the detected problems through one of several strategies (e.g., repair, defer).
Resolve strategies transition a goal to an earlier mode before execution resumes.

In contrast to the GDA model, goal refinement provides a more explicit repre-
sentation of the context in which a goal is pursued by a Goal Reasoning agent. This
has benefits that relate to Trusted Autonomy. For example, contextual constraints
can be used to guarantee that agents will behave according to a given specification,
and can also be used to more clearly deliberate on and communicate details of their
reasoning (i.e., for selecting the next strategy to apply). We discuss these topics in
the following subsections.

3.2 Guaranteeing the Execution of Specified Behaviors

Once a Goal Reasoning agent is provided with or self-selects a goal to pursue, it
must use some combination of planning and control algorithms to undertake the
actions necessary to achieve it. Careful design of these components can provide
valuable capabilities for a Goal Reasoning agent. Here we describe the Situated De-
cision Process (SDP), which manages and executes goals for a team of autonomous
vehicles. A more thorough description of the SDP and its components can be found
in [33], and we describe an application of the SDP in Section 3.3.

The SDP (Figure 4) takes as input goal updates (e.g., commands) from an opera-
tor and passes them to the Mission Manager, which performs Goal Reasoning oper-
ations using the Goal Lifecycle described in Section 3.1. Once the Mission Manager
selects a goal, it dispatches an expansion to the vehicles by creating a schedule of
commands for them and passing that schedule to the Coordination Manager. The
Coordination Manager interprets the schedule and passes the applicable commands
to a Team Executive, which then assigns the commands to individual vehicles.

Each vehicle interprets their command as an input to a Finite State Automaton
(FSA), which is automatically synthesized using a template. This template specifies
the regions where the behaviors are to be executed, ensuring they are active in only
appropriate areas, as well as any mission sensors that cause an automatic switching
between behaviors when the vehicle observes a particular event. This yields a play-
calling architecture, detailed in [5], that provides guarantees on the execution of the
goals chosen by the Mission Manager. The execution of each command is predicated
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Fig. 4: A conceptual design of the Situated Decision Process (SDP). The Mission
Manager performs Goal Reasoning operations. It creates a schedule of actions for a
team of vehicles, each of which operates a synthesized Finite State Automaton.

on the satisfaction of a set of pre-defined health sensors, which establish required
conditions before the vehicle can pursue the commanded goal (e.g., the vehicle must
have a sufficient amount of fuel to reach the goal location). If one or more of the
health sensors are not satisfied, the FSA activates a contingency behavior that causes
the vehicle to engage in a behavior aimed towards maintaining safety (e.g., landing
an air vehicle) or fixing the health sensor (e.g., returning to a base station to refuel).

The FSAs used by the vehicles are synthesized from a temporal logic specifica-
tion, and are guaranteed to satisfy this specification. Full details on the synthesis
process we use in the SDP can be found in [26]. Briefly, the behavior of the vehicle
is specified as a Linear Temporal Logic (LTL) formula:

φ = ϕe→ ϕs, (1)

where the behavior of system ϕs is specified in reaction to changes in environment
ϕe. The specified behavior of the environment and system includes three compo-
nents:

• The initial state: ϕ
{e,s}
i

• A set of safety constraints that restrict the transitions of the system: ϕ
{e,s}
t

• A set of goal conditions that must be satisfied infinitely often: ϕ
{e,s}
g

Formula φ is specified over a set of Boolean propositions that represent the state
of the environment, as sensed by the vehicle, and the state of the system. The re-
sulting FSA is synthesized automatically, in a manner that guarantees that the tran-
sitions given by the FSA will satisfy φ . Coupled with the play-calling templates
that are used to generate the specification, the resulting FSA is guaranteed to acti-
vate behaviors that pursue the commanded goal, whenever its observed internal and
external state allow it to do so.
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This framework relates to Trusted Autonomy. While the SDP can adjust its goals
autonomously, the pursuit of those goals is constrained to abide by specific guaran-
tees. Such guarantees will affect how such an agent or group of agents is viewed
and trusted within a larger system.

3.3 A Distributed Robotics Application

One interesting question concerning Goal Reasoning and Trusted Autonomy is how
to design a Goal Reasoning system that clearly communicates how and why it
chooses to change its goals. We have addressed this in Goal Reasoning with In-
formation Measures (GRIM), a Goal Reasoning system that instantiates the Goal
Lifecycle, described in Section 3.1. GRIM, which is a derivation of the SDP (Sec-
tion 3.2), employs a single measure for assessing goal performance and communi-
cates this to an operator. We briefly describe an application of GRIM here; a more
complete description can be found in [23].

We applied GRIM to a simulated disaster relief scenario (Figure 5) where a team
of two autonomous vehicles must survey a set of regions to locate a local official
and establish communications. Each of these three regions (labeled as an Airport
and two Office Buildings) corresponds to an individual survey goal within the Goal
Lifecycle, and is surveyed by following a series of waypoints. The Goal Reasoning
process in GRIM is then framed with respect to the uncertainty left in the area
survey, which is defined as the length of the search pattern that has yet to be traversed
by the vehicles.

Fig. 5: Map of the survey regions for the disaster relief scenario used to demonstrate
GRIM. Each of the three survey regions is covered by a waypoint pattern that the
vehicles follow to search for a local official.
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Figure 6 displays a graphical representation of four of the Goal Lifecycle strate-
gies. In Figure 6a, each of the three survey goals is formulated by generating con-
straints on the maximum allowable uncertainty over time. After each of the goals is
formulated, GRIM selects a single goal (the Airport survey goal) to pursue, based
on the constraints of each goal. The selected goal is then expanded by generating
a set of plans to achieve it. The expectations of these plans (depicted as a change
in the uncertainty over time) are shown in Figure 6b. GRIM then commits to a sin-
gle expansion, and dispatches that expansion to the vehicles. The expectations for
the expansion, and a set of performance bounds that are generated as part of the
dispatch strategy, are shown in Figure 6c. Finally, Figure 6d displays the execution
performance over time, as obtained by the monitor strategy.

(a) Formulate: Uncertainty and deadline con-
straints for the survey goals.

(b) Expand: Expected survey performance for
each expansion of the Airport survey goal.

(c) Dispatch: Expectations and bounds for the
dispatched expansion (“1vehicleNorm”).

(d) Monitor: Execution performance of the air-
port survey goal.

Fig. 6: Plots of selected strategies from the execution of GRIM for the disaster relief
scenario.

During execution, when the vehicle’s performance is predicted to violate a goal
constraint (as occurs in Figure 6d when its ongoing execution reaches the worst-case
execution bound), GRIM triggers the evaluate strategy to determine what violation
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occurred. If the execution satisfies the completion criteria, the goal is marked as
completed and dropped. If it instead violates the constraints on the goal, the goal
is marked as failed and dropped. If neither of these has occurred, but the perfor-
mance violates the execution bounds, a resolve strategy is activated in an attempt to
adjust the goal (or its expansion) before continuing execution. The selected resolve
strategy can transition the goal back to an earlier mode in the Goal Lifecycle. For
example, it may repair the committed expansion by adjusting parameters that af-
fect the expectations and bounds. Alternately, a resolve strategy may force GRIM to
completely re-expand the goal to obtain a new set of expansions, before proceeding
to commit to and dispatch one of the new expansions.

For further details on the operation of GRIM, please see [23], which describes
an ablation study with the resolve strategies. We showed that they allow GRIM to
perform Goal Reasoning during execution, improve its performance, and enable it
to successfully complete more goals under uncertain and changing conditions.

Associating the Goal Lifecycle strategies with a single metric, as is done in
GRIM, can be useful for multiple reasons. For example, it can be used to define
clear decision points that increase the transparency of the decision process used by
the Goal Reasoning system. For a system that has as much autonomy as GRIM,
which can change not only its plans but also its goals, transparency in how those
decisions are made may help to promote operator trust.

4 Future Topics

Sections 2 and 3 described models of Goal Reasoning and their relation to Trusted
Autonomy. In this section, we describe future extensions to these models. We begin
with a discussion on inverse trust and its support of adaptive autonomy in Sec-
tion 4.1, and then describe the concept of rebel agents and their relation to Trusted
Autonomy in Section 4.2.

4.1 Adaptive Autonomy and Inverse Trust

The ASM and GRIM agents have certain properties that, arguably, have the potential
to engender trust. For example, since the ASM agent continuously monitors the
behavior of teammates, it can rapidly respond to any changes in their plans or goals.
Similarly, since the GRIM agent monitors the progress of controlled vehicles with
respect to goal constraints, it can automatically apply a resolve strategy when it
recognizes that a constraint is projected to be violated. However, neither ASM nor
GRIM agents use specific mechanisms to build or maintain operator trust.

Traditional computational trust metrics [35] are used to measure how much trust
an agent has in another agent using information from past interactions or third-party
feedback. These metrics allow an agent embedded in a human team to measure its
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trust in other teammates but do not allow it to measure how trustworthy it is from its
teammates’ perspective. For this reason, we developed an inverse trust metric [15]
that allows an agent to estimate its own trustworthiness. While many factors that in-
fluence human-robot trust are not directly observable to an agent (e.g., a teammate’s
experience with other agents, or a teammate’s internal evaluation of an agent), fac-
tors that are observable, such as the agent’s performance, have been found to have
the greatest influence on trust [19].

The inverse trust estimate allows an agent to evaluate its own performance and
use that information to estimate the corresponding influence on its trustworthiness
(i.e., increasing, decreasing, constant). Based on this estimate, an agent can rea-
son about whether its current behavior is trustworthy or untrustworthy. In situations
where the agent believes its behavior is untrustworthy, it can modify its behavior in
an attempt to learn (and apply) a more trustworthy behavior, thus implementing a
form of adaptive autonomy. Preliminary studies in limited simulations have shown
that an agent using an inverse trust method can successfully adapt its behavior given
implicit feedback [15], and can benefit further from explicit feedback [16] as well
as the ability to generate explanations when it modifies its behaviors [14].

The primary benefit of our approach is that it gives the agent control over main-
taining trust and does not require an exhaustive engineering effort to develop be-
haviors that will be trustworthy for all teammates, in all environments, and in all
contexts. However, we have not yet integrated it with a Goal Reasoning agent, and
to date it has only been examined in the context of an agent whose goals are static.
Our plans for future work include testing variants of inverse trust in a Goal Rea-
soning agent in environments in which the operator can specify a variety of goals
to achieve, and where unexpected situations can arise (thus motivating the need for
self-selection of goals or recommendation of goal changes to the operator). We ex-
pect that our studies will demonstrate the utility of adaptive autonomy in interactive
Goal Reasoning agents.

4.2 Rebel Agents

Rebel agents [10] represent a relatively novel research direction in the context of
Goal Reasoning. Rebel agents can object to, or even completely reject, goals or
associated courses of action that are assigned to them by external agents (human
or artificial), and they challenge the general attitudes or behaviors of those other
agents. For example, an operator may command a rebel agent to pursue a specified
goal without knowledge of the agent’s context or access to its information sources,
in which case the agent may respond with a recommendation for an alternative goal
(along with an explanation).

Several situations exist in which modeling a rebel agent that can adjust its goals
(or plans) can be viewed as beneficial, including the following:
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• Divergent information sources: The agent may have access to information cur-
rently not available to the operator, which requires immediate action that is in-
compatible with the assigned goal.

• Moral conflict: The agent may be endowed with a “moral conscience” model that
conflicts with an assigned goal. This can be a factor for protest in human-robot
interaction [8].

• Diversity: The agent may be intended to contribute to the diversity of its team
so as to ensure that sufficiently varied points of view and alternative goals are
considered. This direction is inspired by studies claiming that diverse teams tend
to outperform non-diverse teams [21, 37] under certain circumstances.

• Self-assessment: The agent may assess its assigned task as not being a good
match for its capabilities. This relates to studies in personality psychology where
the strengths-based leadership approach [32] argues that every person (i.e., lead-
ers or other team members) should be offered the opportunity to routinely con-
duct activities in line with their strengths.

• Believability: An agent playing a character in an interactive narrative or training
simulation may be given (and refuse) a goal that undermines its believability [7].

Several of these situations assume that the agent has an internal motivation model
that conflicts with an assigned goal (or plan). This model can be based on many
factors, such as simulated memory, emotion, or social relationships. The agent’s
attitude towards a goal can change over time (due, for example, to changes in the
environment or in the agent’s knowledge of an operator’s motivation), leading to
incremental increase or decrease in the agent’s inclination to rebel.

In one definition of Trusted Autonomy, Abbass et al. [1] express trust in terms of
vulnerability. A moment of rebellion is inherently one of vulnerability. By rebelling,
an agent (1) makes itself vulnerable, and (2) creates vulnerability in the system it is
(or was originally) part of. This anticipates some ways in which trust can be a factor
for rebellion, such as the following:

• Self-trust: The agent’s amount of trust in itself (e.g., its trust that it can accurately
assess the current situation as warranting opposition).

• Perceived trust: The agent’s model of how much other agents trust its judgment
(e.g., based on its perceived expertise).

• Risk: The degree to which the agent trusts other agents to handle the vulnerabili-
ties that rebellion creates for the rebel agent and the entire system.

• Distrust: The agent’s distrust of other agents (i.e., its belief that it cannot entrust
its vulnerabilities to them if the goal is to be achieved).

The relation between rebellion and trust is multifaceted. Some ways in which
rebellion can impact trust include:

1. Rebellion can diminish the trust of other agents in the rebel agent (e.g., an oper-
ator may lose trust in an agent that refuses to pursue an assigned goal/objective).

2. Rebellion can increase the trust of other agents in the rebel agent (e.g., a rebel
agent that displays expertise when rejecting a goal, by raising objections when
appropriate, may be more trusted to act autonomously).
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3. The way in which other agents behave following a situation of rebellion can
impact the trust of the rebel agent in those other agents.

In our future work on Goal Reasoning agents that can rebel, we plan to first test
them in scenarios in which agents may rebel because their operator does not have
complete access to their current state (including sensor data). We wish to model
methods through which the agent learns how to explain its rebellion and negotiate
with its operator so as to maximize its confidence that it is pursuing a well-justified
goal. For example, this may involve soliciting an explanation from the operator as
to why a goal should be pursued, or providing an argument for rejecting it.

5 Conclusion

The topic of Goal Reasoning is an important one in Robotics and Artificial Intelli-
gence. Creating autonomous systems that can deliberate on and change their own
goals allows those systems more freedom to intelligently adapt their behaviors to un-
expected events and changing conditions. This chapter presented two different mod-
els of Goal Reasoning. First, we presented the GDA model and a related method for
goal selection using motivators, as well as an application of GDA in a human-robot
teaming task. We also presented a model based on goal refinement, instantiated in
the Goal Lifecycle, and discussed an architecture for placing guarantees on the be-
havior of the agents as well as an application in multi-agent robotics. Finally, we
discussed two ongoing extensions to our Goal Reasoning work: adaptive autonomy
using inverse trust and the study of rebel agents.

Goal Reasoning also has a number of close connections to the topic of Trusted
Autonomy. Goal Reasoning agents can modify and change their goals autonomously,
in addition to adjusting how they achieve those goals. As such, any trust of such
systems must inherently extend to their capability to reason at the goal level. Goal
Reasoning also provides opportunities to design systems that cultivate trust through
transparency or through goals that actively account for the trust of other agents.
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